LOCALIZED NODAL SOLUTIONS FOR SEMICLASSICAL NONLINEAR KIRCHHOFF EQUATIONS
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Abstract. In this article, we consider the existence of localized sign-changing solutions for the semiclassical Kirchhoff equation

\[-(\varepsilon^2 a + \varepsilon b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \Delta u + V(x)u = |u|^{p-2}u, \quad x \in \mathbb{R}^3, \quad u \in H^1(\mathbb{R}^3)\]

where \( 4 < p < 2^* = 6 \), \( \varepsilon > 0 \) is a small parameter, \( V(x) \) is a positive function that has a local minimum point \( P \). When \( \varepsilon \to 0 \), by using a minimax characterization of higher dimensional symmetric linking structure via the symmetric mountain pass theorem, we obtain an infinite sequence of localized sign-changing solutions clustered at the point \( P \).

1. Introduction and main results

In this article, we study the semiclassical states of nonlinear Kirchhoff equation

\[-(\varepsilon^2 a + \varepsilon b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \Delta u + V(x)u = |u|^{p-2}u, \quad x \in \mathbb{R}^3, \quad u \in H^1(\mathbb{R}^3),\]

(1.1)

where \( p \in (4, 2^*) \), \( 2^* = 6 \), \( \varepsilon > 0 \) is a small parameter and \( V : \mathbb{R}^3 \to \mathbb{R} \) is a continuous function satisfying the following conditions:

(A1) \( V \in C^1(\mathbb{R}^3, \mathbb{R}) \) and there exist \( n_0 > m_0 > 0 \) such that \( m_0 \leq V(x) \leq n_0 \) for any \( x \in \mathbb{R}^3 \).

(A2) There is a bounded domain \( \Lambda \subset \mathbb{R}^3 \) with smooth boundary \( \partial \Lambda \) such that

\[ \vec{n}(x) \cdot \nabla V(x) > 0 \quad \forall x \in \partial \Lambda, \]

(1.2)

where \( \vec{n}(x) \) denotes the outward normal to \( \partial \Lambda \) at \( x \) and \( \cdot \) denotes the inner product in \( \mathbb{R}^3 \).

Note that if \( V \) has an isolated local minimum set, the condition (A2) is satisfied. That is, \( V \) has a local trapping potential well. Under (A2), the set of critical points of \( V \) is

\[ A = \{ x \in \Lambda | \nabla V(x) = 0 \} \neq \emptyset, \]

(1.3)

and \( A \) is a compact subset of \( \Lambda \). In the following, we will assume \( 0 \in A \).
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Equation (1.1) or a more general version of
\[-(a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx) \Delta u + V(x)u = f(x, u), \quad x \in \mathbb{R}^N.\] (1.4)

This equation has been studied recently under different conditions on \(f(x, u)\) and \(V(x)\), where \(N = 1, 2, 3\) and \(a, b\) are two positive constants. It is well known that problem (1.4) is a nonlocal problem since the presence of the term \(b \int_{\mathbb{R}^3} |\nabla u|^2 dx\).

This fact indicates that (1.4) is not a pointwise identity. It causes some mathematical difficulties, and in the mean time, makes the study of such a problem particularly interesting. For a pure power \(f(x, u) := |u|^{p-2}u (3 < p \leq 6)\), Li and Ye \[13\] studied the existence of a positive ground state solution by using a monotonicity trick and a new version of global compactness lemma. The authors used the constrained minimization on a new manifold which is related to the Pohozaev’s identity to get a positive ground state solution to (1.4).

We note that if \(V(x) = 0\) and \(\mathbb{R}^N\) is replaced by a bounded domain \(\Omega \subset \mathbb{R}^N\) in (1.4), then we have the Kirchhoff Dirichlet problem

\[-(a + b \int_{\Omega} |\nabla u|^2 dx) \Delta u = f(x, u), \quad x \in \Omega,\]
\[u = 0, \quad x \in \partial \Omega,\]

which is arises when studying wave solutions of the equation

\[\rho \frac{\partial^2 u}{\partial t^2} - \left(\frac{P_0}{h} + \frac{E}{2L} \int_0^L \frac{\partial u}{\partial x}^2 dx\right) \frac{\partial^2 u}{\partial x^2} = 0.\]

It is related to the stationary analogue of the Kirchhoff equation

\[u_{tt} - \left(a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx\right) \Delta u = g(x, t),\] (1.5)

which is proposed by Kirchhoff \[12\] as an extension of the classical D’Alembert’s wave equation for free vibrations of elastic strings. Kirchhoff’s model takes into account the changes in length of the string produced by transverse vibrations. In \[3\], the authors pointed out that Problem (1.5) models several physical and biological systems, where \(u\) describes a process which depends on the average of itself (for example, population density).

Motivated by the works above, in this paper we study the existence of localized sign-changing solutions to the semiclassical nonlinear Kirchhoff equation (1.1).

Before giving our main results, we give some notations. Let \(H^1(\mathbb{R}^3)\) be the usual Sobolev space endowed with the standard scalar and norm

\[(u, v) = \int_{\mathbb{R}^3} (\nabla u \nabla v + uv) dx; \quad \|u\| = \left(\int_{\mathbb{R}^3} (|\nabla u|^2 + |u|^2) dx\right)^{1/2}.\]

\(D^{1,2}(\mathbb{R}^3)\) is the completion of \(C_c^\infty(\mathbb{R}^3)\) with respect to the norm

\[\|u\|_{D^1} := \|u\|_{D^{1,2}(\mathbb{R}^3)} = \left(\int_{\mathbb{R}^3} |\nabla u|^2 dx\right)^{1/2}.\]

The norm on \(L^s = L^s(\mathbb{R}^3)\) with \(1 < s < \infty\) is given by \(|u|_s = \left(\int_{\mathbb{R}^3} |u|^s dx\right)^{1/s}\).

Assume the functional space is

\[H_\epsilon = \left\{u \in H^1(\mathbb{R}^3) : \|u\|_\epsilon = \left(\int_{\mathbb{R}^3} (|\nabla u|^2 + V(\epsilon x)u^2) dx\right)^{1/2} < \infty\right\}.\]
Since $0 < m_0 \leq V(x) \leq n_0$, we have

$$
\min(1, m_0) \|u\|^2 \leq \int_{\mathbb{R}^3} (|\nabla u|^2 + V(\varepsilon x)u^2) \, dx \leq \max\{1, n_0\} \|u\|^2,
$$

$$
H_c(\mathbb{R}^3) \hookrightarrow L^p(\mathbb{R}^3) \quad (2 \leq p \leq 6),
$$

$$
|u|_p \leq C_p \|u\| \leq C_p' \|u\|_{\varepsilon}.
$$

Moreover we make the following assumptions. For any set $\Omega \subset \mathbb{R}^3, \varepsilon > 0$ and $\delta > 0$, we set

$$
\Omega_\varepsilon = \{x \in \mathbb{R}^3 : \varepsilon x \in \Omega\}, \quad \Omega_\delta = \{x \in \mathbb{R}^3 : \text{dist}(x, \Omega) := \inf_{z \in \Omega} |x - z| < \delta\}.
$$

A function $u \in H^1(\mathbb{R}^3)$ is called sign-changing if $u^+ \neq 0$ and $u^- \neq 0$, where $u^\pm = \max\{\pm u, 0\}$.

Our main result reads as follows.

**Theorem 1.1.** Suppose that $4 < p < 6$, (A1) and (A2) hold. Then for any positive integer $N$, there exists $\varepsilon_N > 0$ such that if $0 < \varepsilon < \varepsilon_N$, (1.1) has at least $N$ pairs of sign-changing solutions $\pm v_{j, \varepsilon}$, $j = 1, 2, \ldots, N$, satisfying that, for any $\delta > 0$, there exist $c = c(\delta, N) > 0$ and $C = C(\delta, N) > 0$ such that

$$
|v_{j, \varepsilon}(x)| \leq C \exp\left(-\frac{c \text{dist}(x, A_\delta)}{\varepsilon}\right), \quad 1 \leq j \leq N.
$$

In recent years, the existence and multiplicity solutions for $(SK_\varepsilon)$ have been studied by many researchers under different assumptions on the potential and nonlinearity. Figueiredo [8] constructed a family of positive solutions which concentrates around the local minima of $V$ as $\varepsilon \to 0$, the nonlinearities is subcritical. Motivated by [8], He [11] extended the result of Figueiredo to the case where the nonlinearity is of critical growth, i.e. due to [20]. In [21] the authors consider the stability of ground states to a nonlinear focusing Schrödinger equation in presence of a Kirchhoff term.

Especially, if $a = 1$, $b = 0$ and $\mathbb{R}^3$ replaced by $\mathbb{R}^N$, (1.1) is reduced to a singular perturbed Schrödinger equation i.e.,

$$
-\varepsilon^2 \Delta u + V(x)u = |u|^{p-2}u, \quad x \in \mathbb{R}^N, \quad 2 < p < 2^*, \quad N \geq 1.
$$


The concentration behavior of the positive solutions also has been considered by variational methods. When $\varepsilon > 0$ small enough, by using the Mountain-Pass Theorem, Rabinowitz [10] proved that (1.7) possesses a positive ground state solution under the condition

(A3) $V_\infty = \lim \inf_{|x| \to \infty} V(x) > V_0 = \inf_{x \in \mathbb{R}^N} V(x) > 0$.

Other results on the concentration behavior for the family of positive ground solution see [6]. By using the same arguments as in [6] [10], He and Zou [10] considered the existence, concentration and multiplicity of solutions for (1.1) with general nonlinearity $f(u)$, and the potential $V(x)$ satisfy the condition

(A4) $0 < V_0 := \inf V(x) < \lim \inf_{|x| \to \infty} V(x) = V_\infty$, where $V_\infty \leq +\infty$.
and \( f(u) \in C^1(\mathbb{R}^+, \mathbb{R}^+) \) is a subcritical function satisfying the Ambrosetti-Rabinowitz condition, which is concentrate on the minima of \( V(x) \) as \( \varepsilon \to 0 \).

Now we give an outline of the proof, we set \( v(x) = u(\varepsilon x) \). Then (1.1) is changed to

\[
-(a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx) \Delta v + V(\varepsilon x) v = |v|^{p-2} v, \quad x \in \mathbb{R}^3, \tag{1.8}
\]

and the corresponding energy functional is

\[
I_\varepsilon(v) = \frac{1}{2} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V_0 v^2) dx + \frac{b}{4} \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 - \frac{1}{p} \int_{\mathbb{R}^3} v^p dx. \tag{1.9}
\]

It is well known that, by using Rabinowitz [16], we can prove that \( I_\varepsilon \) satisfies the \((PS)_c\) condition if \( c \) is smaller than the mountain pass value of the limiting functional

\[
I(v) = \frac{1}{2} \int_{\mathbb{R}^3} (a|\nabla v|^2 + V_0 v^2) dx + \frac{b}{4} \left( \int_{\mathbb{R}^3} |\nabla v|^2 dx \right)^2 - \frac{1}{p} \int_{\mathbb{R}^3} v^p dx.
\]

where \( V_0 = \liminf_{|x| \to \infty} V(x) \). However, we will construct the solutions in Theorem 1.1 have larger critical values. The variational problem does not satisfy the compact condition anymore. Instead we use some ideas for nonlinear Schrödinger equations (see [3]) in particular in the recent work of [4] in which for nonlinear Schrödinger equations have an infinite sequence of localized nodal solutions were constructed near a local minimum of the potential function \( V(x) \). This involves using the Byeon-Wang’s penalization method [3], we define \( \Gamma_\varepsilon: H_\varepsilon \to \mathbb{R} \) by

\[
\Gamma_\varepsilon(v) = I_\varepsilon(v) + Q_\varepsilon(v),
\]

where

\[
Q_\varepsilon(v) = \left( \int_{\mathbb{R}^3} \chi_\varepsilon v^2 dx - 1 \right)^\beta, \\
\chi_\varepsilon(x) = \begin{cases} 
0, & \text{if } x \in \Lambda_\varepsilon, \\
\varepsilon^{-6}\xi(\text{dist}(x, \Lambda_\varepsilon)), & \text{if } x \notin \Lambda_\varepsilon.
\end{cases}
\]

The function \( Q_\varepsilon \) will act as a penalization to force the concentration phenomena to occur inside the set of \( A \). The function \( \Gamma_\varepsilon \) has an advantage that it has a higher threshold for \((PS)_c\) condition to hold. Indeed, for any positive integer \( L \), there exists \( \varepsilon_L > 0 \) such that \( \Gamma_\varepsilon \) satisfies the \((PS)_c\) condition for every \( c < L \) if \( 0 < \varepsilon < \varepsilon_L \).

By using a minimax theorem for sign-changing solutions (see [4]) and the genus (see [17]), we obtain that, for any positive integer \( N \), there exists \( \varepsilon_N > 0 \) such that \( \Gamma_\varepsilon \) has at least \( N \) pairs of sign-changing critical points \( v_{j,\varepsilon} \) \( (1 \leq j \leq N) \) if \( 0 < \varepsilon < \varepsilon_N \).

To verify the critical point \( v_{j,\varepsilon} \) of \( \Gamma_\varepsilon \) is a solution of the original problem (1.8), we need a finer asymptotic analysis and the local Pohozaev identity. Moreover, we show that the concentration points of these solutions lie in \( A \) as \( \varepsilon \to 0 \).

**Remark 1.2.** As it is pointed in [4] [18] considered the critical frequency case, that is, \( V \) satisfies

\[
(A5) \liminf_{|x| \to \infty} V(x) > \inf_{x \in \mathbb{R}^N} V(x) = 0;
\]
(A6) There exists a closed subset $Z$ with a nonempty interior such that $V(x) = 0$ for $x \in Z$.

By using minimax theorem, they obtained that for any integer $N$, there exists $\varepsilon_N > 0$ such that for $0 < \varepsilon < \varepsilon_N$, (1.7) has at least $N$ solutions. Under the assumption of critical frequency, one can use higher dimensional symmetric structures to construct minimax values below the mountain pass value of the limiting functional $I$. However, in our case with positive potentials, the energies of the sequence of localized nodal solutions tend to infinity.

To the best of our knowledge, there is no result on the existence and concentration of sign-changing solutions for Kirchhoff type equation under (A1) and (A2). In the present paper, we will adopt the ideas of Chen and Wang [4] to study the existence of sign-changing solutions for (1.1). But their method cannot be used directly because of the nonlocal term and more careful analysis is needed.

Throughout this paper, the letters \(C, C'\) will be used to denote various positive constants which may vary from line to line and are not essential to the problem. \(E'\) is a dual space for a Banach space \(E\). The closure and the boundary of set \(G\) are denoted by \(\overline{G}\) and \(\partial G\) respectively. For \(F \in C^1(E, \mathbb{R})\), we denote the Fréchet derivative of \(F\) at \(u\) by \(F'(u)\), and the Gateaux derivative of \(F\) by \(\langle F'(u), v \rangle\) for all \(u, v \in E\). We denote \(\rightharpoonup\) for weak convergence, and \(\rightarrow\) for strong convergence. Also if we take a subsequence of a sequence \(\{u_n\}\), we shall denote it again \(\{u_n\}\).

This article is organized as follows. In Section 2, we introduce the penalized function \(\Gamma_\varepsilon\), show that \(\Gamma_\varepsilon\) satisfy (PS)\(_c\) condition for \(c < L\) and \(\varepsilon\) small enough. In Section 3, when \(\varepsilon\) is small, we show the existence of multiple sign-changing solutions of the problem through an abstract critical point theorem. In Section 4, we give the proof of Theorem 1.1. We prove the solutions obtained in Section 3 are in fact solutions of the original problem for \(\varepsilon\) small.

2. Variational setting and compactness condition

Set \(\xi \in C^\infty(\mathbb{R})\) be a cut-off function such that \(0 \leq \xi(t) \leq 1\) and \(\xi'(t) \geq 0\) for any \(t \in \mathbb{R}\). \(\xi(t) > 0\) if \(t > 0\), \(\xi(t) = 1\) if \(t \geq 1\) and \(\xi(t) = 0\) if \(t \leq 0\). Define

\[
\chi_\varepsilon(x) = \begin{cases} 
0, & \text{if } x \in \Lambda_\varepsilon, \\
\varepsilon^{-6} \xi(\text{dist}(x, \Lambda_\varepsilon)), & \text{if } x \notin \Lambda_\varepsilon.
\end{cases}
\]

Obviously, for \(\varepsilon\) small, \(\chi_\varepsilon\) is a \(C^1\) function and

\[
\chi_\varepsilon(x) = \begin{cases} 
0, & \text{if } x \in \Lambda_\varepsilon, \\
\varepsilon^{-6}, & \text{if } x \notin (\Lambda_\varepsilon)^1.
\end{cases}
\]

For \(u \in H^1(\mathbb{R}^3)\), we define the penalization function

\[
Q_\varepsilon(v) = \left( \int_{\mathbb{R}^3} \chi_\varepsilon u^2 dx - 1 \right)^\beta
\]

which \(\beta\) satisfies \(2 < 2\beta < p\) and \((t)_+ = \max\{t, 0\}\). For \(v \in H^1(\mathbb{R}^3)\), we define

\[
\Gamma_\varepsilon(v) = I_\varepsilon(v) + Q_\varepsilon(v),
\]

(2.2)
where $I_c$ is defined by (1.9). For $u, v \in H(\mathbb{R}^3)$,

$$
\langle \Gamma'_c(v), u \rangle = \int_{\mathbb{R}^3} \left( a \nabla v \nabla u + V(\varepsilon x) vu \right) dx + b \int_{\mathbb{R}^3} |\nabla v|^2 dx \int_{\mathbb{R}^3} \nabla v \nabla u dx
+ 2\beta \left( \int_{\mathbb{R}^3} \nabla \chi \varepsilon v^2 dx - 1 \right) + \int_{\mathbb{R}^3} \chi \varepsilon v u dx - \int_{\mathbb{R}^3} |v|^{p-2} vu dx.
$$

The critical point $v$ of $\Gamma_c$ is a solution of

$$
- \left( a + b \int_{\mathbb{R}^3} |\nabla v|^2 dx \right) \Delta v + V(\varepsilon x) v + 2\beta \left( \int_{\mathbb{R}^3} \chi \nabla \varepsilon v^2 dx - 1 \right) + \chi \nabla v = |v|^{p-2} v,
$$

for any $v \in H^1(\mathbb{R}^3)$. If $v$ is a critical point of $\Gamma_c$ with $Q_c(v) = 0$, then $v$ is a solution of (1.8).

**Lemma 2.1.** For any $L > 0$, there exists $\varepsilon_L > 0$ such that, for any $\varepsilon \in (0, \varepsilon_L)$ and $c < L$, then $\Gamma_c$ satisfies $(PS)_c$ condition.

**Proof.** Let $\{u_n\} \subset H^1(\mathbb{R}^3)$ satisfy the conditions

$$
\Gamma_c(u_n) \to c, \quad \Gamma'_c(u_n) \to 0 \quad \text{in} \quad (H^1(\mathbb{R}^3))^\prime.
$$

Now we can show that $\{u_n\}$ contains a convergent subsequence in $H^1(\mathbb{R}^3)$. Note that

$$
o(||u_n||) + L
\geq o(||u_n||) + c
= \Gamma_c(u_n) - \frac{1}{p} \langle \Gamma'_c(u_n), u_n \rangle
= \frac{1}{2} \int_{\mathbb{R}^3} (a|\nabla u_n|^2 + V(\varepsilon x) u_n^2) dx + \frac{b}{4} \left( \int_{\mathbb{R}^3} |\nabla u_n|^2 dx \right)^2 - \frac{1}{p} \int_{\mathbb{R}^3} |u_n|^p dx
+ \left( \int_{\mathbb{R}^3} \chi \nabla \varepsilon u_n^2 dx - 1 \right) + \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx
- \frac{1}{p} \int_{\mathbb{R}^3} (a|\nabla u_n|^2 + V(\varepsilon x) u_n^2) dx - \frac{b}{p} \left( \int_{\mathbb{R}^3} |\nabla u_n|^2 dx \right)^2 + \frac{1}{p} \int_{\mathbb{R}^3} |u_n|^p dx
- \frac{2\beta}{p} \left( \int_{\mathbb{R}^3} \nabla \chi \nabla u_n^2 dx - 1 \right) + \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx
= \left( \frac{1}{2} - \frac{1}{p} \right) \int_{\mathbb{R}^3} (a|\nabla u_n|^2 + V(\varepsilon x) u_n^2) dx + b \left( \frac{1}{4} - \frac{1}{p} \right) \left( \int_{\mathbb{R}^3} |\nabla u_n|^2 dx \right)^2
+ \left( \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx - 1 \right) + \frac{2\beta}{p} \left( \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx - 1 \right) + \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx.
$$

From this inequality and $2 < 2\beta < p$, there exists $\eta_L > 0$ independent of $\varepsilon$ such that $\|u_n\| \leq \eta_L$ and $Q_c(u_n) \leq \eta_L$. Suppose that $u_n \to u$ in $H^1(\mathbb{R}^3)$ as $n \to \infty$ and

$$
\lambda_n := 2\beta \left( \int_{\mathbb{R}^3} \chi \nabla u_n^2 dx - 1 \right) \to \lambda, \quad n \to \infty.
$$

It is easy to prove that $u$ solves

$$
- (a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx) \Delta u + V(\varepsilon x) u + \lambda \nabla u = |u|^{p-2} u.
$$

Hence, for $v \in H^1(\mathbb{R}^3)$,

$$
a \int_{\mathbb{R}^3} \nabla (u_n - u) \nabla v dx + b \int_{\mathbb{R}^3} |\nabla u|^2 dx \int_{\mathbb{R}^3} \nabla (u_n - u) \nabla v dx.$$
+ \int_{\mathbb{R}^3} (|\nabla u_n|^2 - |\nabla u|^2) \, dx \int_{\mathbb{R}^3} \nabla u_n \nabla v \, dx + \int_{\mathbb{R}^3} V(\varepsilon x)(u_n - u) v \, dx \\
+ \lambda \int_{\mathbb{R}^3} \chi_\varepsilon (u_n - u) v \, dx + (\lambda_n - \lambda) \int_{\mathbb{R}^3} \chi_\varepsilon u_n v \, dx - \int_{\mathbb{R}^3} (|u_n|^{p-2} u_n - |u|^{p-2} u) v \, dx \\
= (\Gamma_\varepsilon (u_n), v) = o(\|v\|), \quad \text{as } n \to \infty.

Since \Lambda is a bounded set, there exists \( r_0 > 0 \) satisfy \( \Lambda \subset B(0, r_0) \). Let \( \phi_\varepsilon \) be a \( C^\infty \) cut-off function such that \( 0 \leq \phi_\varepsilon \leq 1 \) and \( |\nabla \phi_\varepsilon| \leq 4 \) in \( \mathbb{R}^3 \), \( \phi_\varepsilon(x) = 1 \) if \( |x| \geq \varepsilon^{-1} r_0 + 2 \) and \( \phi_\varepsilon(x) = 0 \) if \( |x| \leq \varepsilon^{-1} r_0 + 1 \). We choose \( v = \phi_\varepsilon^2 (u_n - u) \) in (2.5) we obtain that

\[
(a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \int_{\mathbb{R}^3} |\nabla (\phi_\varepsilon (u_n - u))|^2 \, dx + \int_{\mathbb{R}^3} V(\varepsilon x) \phi_\varepsilon^2 (u_n - u)^2 \, dx \\
+ b \int_{\mathbb{R}^3} (|\nabla u_n|^2 - |\nabla u|^2) \, dx \int_{\mathbb{R}^3} \nabla u_n \{2 \phi_\varepsilon \nabla \phi_\varepsilon (u_n - u) + \phi_\varepsilon^2 \nabla (u_n - u)\} \, dx \\
+ \lambda \int_{\mathbb{R}^3} \chi_\varepsilon \phi_\varepsilon^2 (u_n - u)^2 \, dx + (\lambda_n - \lambda) \int_{\mathbb{R}^3} \chi_\varepsilon \phi_\varepsilon^2 (u_n - u)^2 \, dx \\
- (p - 1) \int_{\mathbb{R}^3} (\theta u_n + (1 - \theta) u)^{p-2} \phi_\varepsilon^2 (u_n - u)^2 \, dx \\
- (a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \int_{\mathbb{R}^3} (u_n - u)^2 |\nabla \phi_\varepsilon|^2 \, dx \\
= o(1) \quad \text{as } n \to \infty.
\]

where \( 0 < \theta < 1 \) comes from the mean value theorem. By \( \lambda_n \to \lambda \) as \( n \to \infty \), \( |\nabla \phi_\varepsilon|^2 \) has compact support, and \( u_n \to u \in H^1(\mathbb{R}^3) \) as \( n \to \infty \), then we have

\[
(\lambda_n - \lambda) \int_{\mathbb{R}^3} \chi_\varepsilon \phi_\varepsilon^2 (u_n - u) u_n \, dx = o(1), \quad \int_{\mathbb{R}^3} (u_n - u)^2 |\nabla \phi_\varepsilon|^2 = o(1)
\]
as \( n \to \infty \). Then by \( V \geq m_0 \) in \( \mathbb{R}^3 \) and (2.6), we obtain

\[
\min \left\{ a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx, m_0 \right\} \|\phi_\varepsilon (u_n - u)\|^2 \\
\leq (a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) \int_{\mathbb{R}^3} |\nabla \phi_\varepsilon (u_n - u)|^2 \, dx + \int_{\mathbb{R}^3} V(\varepsilon x) \phi_\varepsilon^2 (u_n - u)^2 \, dx \\
+ b \int_{\mathbb{R}^3} (|\nabla u_n|^2 - |\nabla u|^2) \, dx \int_{\mathbb{R}^3} \nabla u_n \{2 \phi_\varepsilon \nabla \phi_\varepsilon (u_n - u) + \phi_\varepsilon^2 \nabla (u_n - u)\} \, dx \\
- (p - 1) \int_{\mathbb{R}^3} |\theta u_n + (1 - \theta) u|^{p-2} \phi_\varepsilon^2 (u_n - u)^2 \, dx + o(1) \\
\leq (p - 1) \left( \int_{\mathbb{R}^3} |\theta u_n + (1 - \theta) u|^p \, dx \right)^{\frac{p-2}{p}} \left( \int_{\mathbb{R}^3} \phi_\varepsilon^p (u_n - u)^p \, dx \right)^{\frac{2}{p}} + o(1) \\
\leq C(p - 1) \left\{ \left( \int_{|x| \geq \varepsilon^{-1} r_0 + 1} |u_n|^p \, dx \right)^{\frac{p-2}{p}} \int_{|x| \geq \varepsilon^{-1} r_0 + 1} |\phi_\varepsilon (u_n - u)|^2 \, dx \right\} + o(1) \quad \text{as } n \to \infty,
\]

where \( C > 0 \) is a constant independent of \( n \) and \( \varepsilon \). By Fatou’s Lemma, we have

\[
\int_{\mathbb{R}^3} (\nabla u_n \phi_\varepsilon^2 \nabla u_n - \nabla u_n \phi_\varepsilon^2 \nabla u) \, dx = \int_{\mathbb{R}^3} (|\nabla u_n|^2 \phi_\varepsilon^2 - |\nabla u_n||\nabla \phi_\varepsilon|^2) \, dx \geq 0,
\]
then
\[
\int_{\mathbb{R}^3} 2\nabla u_n \phi \nabla \phi (u_n - u) u_n \, dx = o(1).
\]
By \(Q_\varepsilon(u_n) \leq \eta_L\) and \((A_\varepsilon)^1 \subset B(0, \varepsilon^{-1} r_0 + 1)\), we have
\[
\int_{|x| \geq \varepsilon^{-1} r_0 + 1} u_n^2 \, dx \leq (1 + \tilde{\eta}_L)^{1/3} \varepsilon^6.
\]
It follows that
\[
\int_{|x| \geq \varepsilon^{-1} r_0 + 1} u^2 \, dx \leq (1 + \tilde{\eta}_L)^{1/3} \varepsilon^6.
\]
Assume \(p < q < 6\). By the inequality \(|u|^p \leq |u|^q |u|^{1-q} \leq C' |u|^q \|u\|^{1-t}\), where the positive \(C'\) is independent of \(n\) and \(\varepsilon\), and \(\frac{1}{p} = \frac{1}{2} + \frac{\varepsilon}{3}\), by above two inequalities and \(\|u_n\| \leq \tilde{\eta}_L\), we infer that there is a constant \(C_L > 0\) independent of \(\varepsilon\) and \(n\) such that
\[
\int_{|x| \geq \varepsilon^{-1} r_0 + 1} u_n^p \, dx \leq C_L \varepsilon^{3p}, \quad \int_{|x| \geq \varepsilon^{-1} r_0 + 1} u^p \, dx \leq C_L \varepsilon^{3p}.
\]
Let \(\varepsilon_L > 0\) satisfying that, for \(0 < \varepsilon < \varepsilon_L\),
\[
C(p-1)(2C_L^{\varepsilon/3} \varepsilon^{3(p-2)t}) < \frac{1}{2} \min\{a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx, m_0\}.
\]
Then by (2.6) we obtain
\[
\lim_{n \to \infty} \|\phi \varepsilon (u_n - u)\| = 0. \tag{2.8}
\]
Choosing \(\nu = (1 - \phi \varepsilon)^2 (u_n - u)\) in (2.5), we obtain that (2.6) still holds if we replace \(\phi \varepsilon\) with \((1 - \phi \varepsilon)\). Indeed, \((1 - \phi \varepsilon)\) has a compact support and \(u_n \to u\) in \(L^q_{\text{loc}}(\mathbb{R}^3)\) for any \(2 \leq q < 2^*\),
\[
\begin{align*}
(a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx) & \int_{\mathbb{R}^3} |\nabla ((1 - \phi \varepsilon)^2 (u_n - u))|^2 \, dx \\
+ & \left( a + b \int_{\mathbb{R}^3} |\nabla u|^2 \, dx \right) \int_{\mathbb{R}^3} |\nabla (1 - \phi \varepsilon)^2 (u_n - u)|^2 \, dx \\
+ b & \int_{\mathbb{R}^3} (|\nabla u_n|^2 - |\nabla u|^2) \, dx \\
+ & \int_{\mathbb{R}^3} \{\nabla u_n \nabla (1 - \phi \varepsilon)^2 (u_n - u) + \nabla u_n (1 - \phi \varepsilon)^2 \nabla (u_n - u)\} \, dx \\
+ & \int_{\mathbb{R}^3} V(\varepsilon \chi) (1 - \phi \varepsilon)^2 (u_n - u)^2 \, dx + \lambda \int_{\mathbb{R}^3} \chi \varepsilon (1 - \phi \varepsilon)^2 (u_n - u)^2 \, dx \\
+ & (\lambda n - \lambda) \int_{\mathbb{R}^3} \chi \varepsilon (1 - \phi \varepsilon)^2 (u_n - u) \, dx \\
- & (p - 1) \int_{\mathbb{R}^3} (\theta u_n + (1 - \theta) u) u^{p-2} (1 - \phi \varepsilon)^2 (u_n - u)^2 \, dx = o(1), \quad \text{as } n \to \infty.
\end{align*}
\]
This implies
\[
\lim_{n \to \infty} \|(1 - \phi \varepsilon)(u_n - u)\| = 0 \tag{2.9}
\]
and
\[
\lim_{n \to \infty} \|u_n - u\| = \lim_{n \to \infty} \|(1 - \phi \varepsilon)(u_n - u) + \phi \varepsilon (u_n - u)\| \\
\leq \lim_{n \to \infty} \|(1 - \phi \varepsilon)(u_n - u)\| + \lim_{n \to \infty} \|\phi \varepsilon (u_n - u)\| = 0.
\]
The proof is complete. □

3. Existence of multiple sign-changing critical points of \( \Gamma_\varepsilon \)

We will use an abstract critical point theorem in [14] to obtain multiple sign-changing critical points for \( \Gamma_\varepsilon \). First we give some definitions and notation.

Let \( X \) be a Banach space. For \( P \subseteq X \), define \(-P = \{-u : u \in P\} \). The genus (see [17]) of a closed symmetric subset \( B(i.e. -B = B) \) of \( X \) is denoted by \( \gamma(B) \).

For \( J \in C^1(X, \mathbb{R}) \) and \( c \in \mathbb{R} \), denote
\[
J^c = \{ u \in X : J(u) \leq c \},
\]
\[
K_c = \{ u \in X : J(u) = c, J'(u) = 0 \}.
\]

**Definition 3.1** ([14]). Let \( J \in C^1(X, \mathbb{R}) \) be an even functional. Let \( P \subseteq X \) be a non-empty open set and \( W = P \cup (-P) \). \( P \) is called an admissible invariant set with respect to \( J \) at level \( c \), if the following deformation property holds, there is \( \tau_0 > 0 \) and a symmetric open neighborhood \( M \) of \( K_c \setminus W \) with \( \gamma(M) < \infty \), such that for \( \tau \in (0, \tau_0) \), there exists \( \eta \in C(X, X) \) satisfying
\[
(1) \quad \eta(\partial P) \subseteq P, \eta(\partial(-P)) \subseteq -P, \eta(P) \subseteq P, \eta(-P) \subseteq -P;
\]
\[
(2) \quad \eta(-u) = -\eta(u), \text{ for all } u \in X;
\]
\[
(3) \quad \eta|_{J^c-\tau} = id,
\]
\[
(4) \quad \eta(J^{c+\tau} \setminus (M \cup W)) \subseteq J^{c-\tau}.
\]

**Proposition 3.2.** Assume \( J \in C^1(X, \mathbb{R}) \) is an even functional, \( P \subseteq X \) is a non-empty open set, \( M = P \cap (-P), W = P \cup (-P) \) and \( \Sigma = \partial P \cap \partial(-P) \). Let \( P \) be an admissible invariant set with respect to \( J \) for \( c \in [c^*, L] \) for some \( L > c^* \), where \( c^* = \inf_{u \in \Sigma} J(u) \) and for any \( n \in \mathbb{N} \), there is a continuous map \( \phi_n : B_n := \{ x \in \mathbb{R}^n : |x| \leq 1 \} \rightarrow X \) satisfying
\[
(1) \quad \phi_n(0) \in M, \phi_n(-t) = -\phi_n(t) \text{ for all } t \in B_n;
\]
\[
(2) \quad \phi_n(\partial B_n) \cap M = \emptyset;
\]
\[
(3) \quad \max\{ J(0), \sup_{u \in \phi_n(\partial B_n)} J(u) \} < c^*.
\]

For \( j \in \mathbb{N} \), we define
\[
c_j = \inf_{B \in \Lambda_j} \sup_{u \in B \setminus W} J(u),
\]
where
\[
\Lambda_j = \{ B : B = \phi(B_n \setminus Y) \text{ for some } \phi \in G_n, n \geq j, \text{ and open } Y \subseteq B_n \text{ such that } -Y = Y \text{ and } \gamma(Y) \leq n - j \}
\]
and
\[
G_n = \{ \phi : \phi \in C(B_n, X), \phi(-t) = -\phi(t) \text{ for any } t \in B_n, \phi|_{\partial B_n} = \phi_n|_{\partial B_n} \}.
\]

Then for \( j \geq 2 \), if \( L > c_j \), we have
\[
K_{c_j} \setminus W \neq \emptyset. \tag{3.1}
\]

Furthermore, if \( j \geq 2 \) and \( L > c := c_j = \cdots = c_{j+m} \geq c_* \), we have
\[
\gamma(K_c \setminus W) \geq m + 1. \tag{3.2}
\]

The above proposition was proved in [14] Theorem 2.5]. If we choose \( k = 1 \) and \( G = -id \) in [14], we can obtain (3.1). The result (3.2) is proved in [14] by a variant of the argument in the proof of [14] Theorem 2.5]. So we omit it here.
Let \( P_{\pm} := \{ u \in H^1(\mathbb{R}^3) : u \geq (\leq) 0 \} \). For \( \sigma > 0 \), let

\[
P_{\pm}^\sigma := \{ u \in H^1(\mathbb{R}^3) : \text{dist}\_H^1(u, P_{\pm}) < \sigma \},
\]

where \( \text{dist}\_H^1(u, B) := \inf_{v \in B} \| u - v \| \) for \( u \in H^1(\mathbb{R}^3) \) and \( B \subset H^1(\mathbb{R}^3) \). It is easy to know that

\[
W = H \quad \text{and} \quad H \subset P_{\pm}^\sigma.
\]

Furthermore, since 0 is a strict local minimum point of \( \Gamma_\varepsilon \), we let

\[
\phi = W \quad \text{and} \quad H \text{ is a symmetric and open subset of } H^1(\mathbb{R}^3),
\]

and sign-changing functions are contained in \( H^1(\mathbb{R}^3) \). Without loss of generality, we assume that

\[
0 \in A.
\]

For \( z \in \mathbb{R}^3 \) and \( r > 0 \), we define \( B(z, r) = \{ x \in \mathbb{R}^3 : |x - z| < r \} \). From (3.3), we obtain

\[
B(0, 1) \subset \Lambda_\varepsilon
\]

if \( \varepsilon > 0 \) small enough.

Now we define a function

\[
J_0(u) = \frac{1}{2} \int_{B(0,1)} (a|\nabla u|^2 + n_0 u^2) \, dx - \frac{1}{p} \int_{B(0,1)} |u|^p \, dx + \frac{b}{4} \left( \int_{B(0,1)} |\nabla u|^2 \, dx \right)^2,
\]

\( u \in H^1_0(B(0,1)) \).

Assume \( E_n := \text{span}\{e_1, \ldots, e_n\} \), where \( \{e_n\} \subset H^1_0(B(0,1)) \) is an orthonormal basis. From \( p > 2 \), we can infer that there is an increasing sequence of positive numbers \( \{R_n\} \) satisfying

\[
J_0(u) < 0, \quad \text{for all } u \in E_n \text{ and } ||u|| \geq R_n.
\]

We also define \( \phi_n \in C(B_n, H^1_0(B(0,1))) \) as

\[
\phi_n(t) = R_n \sum_{i=1}^n t_i e_i, \quad t = (t_1, \ldots, t_n) \in B_n.
\]

One can easily prove that under (3.4), \( \phi_n \) satisfied (1)–(3) in Proposition 3.2. For \( j \in \mathbb{N} \), we define four sets

\[
\Lambda_j = \{ B : B = \phi(B_n \setminus Y) \text{ for some } \phi \in G_n, n \geq j, \text{ and open } Y \subset B_n \text{ such that } -Y = Y \text{ and } \gamma(\nabla) \leq n - j \},
\]

\[
\tilde{\Lambda}_j = \{ B : B = \phi(B_n \setminus Y) \text{ for some } \phi \in \tilde{G}_n, n \geq j, \text{ and open } Y \subset B_n \text{ such that } -Y = Y \text{ and } \gamma(\nabla) \leq n - j \},
\]

\[
G_n = \{ \phi : \phi \in C(B_n, H^1(\mathbb{R}^3)), \phi(-t) = -\phi(t) \text{ for all } t \in B_n, \phi|_{\partial B_n} = \phi_n|_{\partial B_n} \},
\]

\[
\tilde{G}_n = \{ \phi : \phi \in C(B_n, H^1_0(B(0,1))), \phi(-t) = -\phi(t) \forall t \in B_n, \phi|_{\partial B_n} = \phi_n|_{\partial B_n} \}.
\]
Then we can give the the minimax values
\[ c_j^* = \inf_{B \in \Lambda_j} \sup_{u \in B \setminus W} \Gamma_{\varepsilon}(u), \quad \tilde{c}_j = \inf_{B \in \Lambda_j} \sup_{u \in B \setminus W} J_0(u) \]
We obtain
\[ 0 < c_2^* \leq c_3^* \leq \ldots, \quad \tilde{c}_2 \leq \tilde{c}_3 \leq \ldots \] (3.7)
Because \( \chi_{\varepsilon} = 0 \) in \( \Lambda_{\varepsilon} \), from \( V \leq n_0 \) and (3.5), for all \( u \in H^1_0(B(0,1)) \), we can obtain that \( \Gamma_{\varepsilon}(u) \leq J_0(u) \). And then by \( \hat{\Lambda}_j \subset \Lambda_j \), for any \( j \geq 2 \) and sufficiently small \( \varepsilon > 0 \), we have
\[ 0 < c_j^* \leq \tilde{c}_j. \] (3.8)

**Proposition 3.3.** Assume that \( \sigma_0 > 0 \) and \( L > 0 \). Then for any \( \sigma \in (0, \sigma_0) \) and \( \varepsilon \in (0, \varepsilon_L) \), \( P^\sigma_{\varepsilon} \) is an admissible invariant set with respect to \( \Gamma_{\varepsilon} \) for \( c < L \), where \( \varepsilon_L \) is from Lemma 2.7.

We prove the above proposition in the appendix.

**Proposition 3.4.** For any \( N \in \mathbb{N} \), there exists \( \varepsilon'_N > 0 \) such that, for any \( \varepsilon \in (0, \varepsilon'_N) \), \( \Gamma_{\varepsilon} \) has at least \( N \) pairs of sign-changing critical points \( \{ \pm v_{j,\varepsilon} : 1 \leq j \leq N \} \) satisfying
\[ \Gamma_{\varepsilon}(v_{j,\varepsilon}) = c_{j+1}^* \leq \tilde{c}_{N+1}, \quad 1 \leq j \leq N. \]

The above proposition follows from 3.2 Proposition 3.3 using 3.3, (3.7), and (3.8).

4. **Proof of Theorem 1.1**

In this part, we first verify that the sign-changing critical points \( \{ v_{j,\varepsilon} \} \) obtained in Proposition 3.4 are solutions of (1.8), then we can prove the main theorem.

**Lemma 4.1.** For any \( N \in \mathbb{N} \) and \( 0 < \varepsilon < \varepsilon'_N \), there exist \( \rho = \rho(a, m_0, p) > 0 \) and \( \eta_N > 0 \) such that
\[ \rho \leq \|v_{j,\varepsilon}\| \leq \eta_N, \quad Q_{\varepsilon}(v_{j,\varepsilon}) \leq \eta_N, \quad 1 \leq j \leq N, \]
where \( \eta_N \) is independent of \( \varepsilon \).

**Proof.** Since
\[ \tilde{c}_{N+1} + c_{j+1}^* = \Gamma_{\varepsilon}(v_{j,\varepsilon}) - \frac{1}{p} \langle \Gamma'_{\varepsilon}(v_{j,\varepsilon}), v_{j,\varepsilon} \rangle \]
\[ = \frac{1}{2} - \frac{1}{p} \int_{\mathbb{R}^3} (a|\nabla v_{j,\varepsilon}|^2 + V(\varepsilon x)v_{j,\varepsilon}^2) \, dx + b \left( \frac{1}{4} - \frac{1}{p} \right) \left( \int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 \, dx \right)^2 \]
\[ + \left( \int_{\mathbb{R}^3} \chi_{\varepsilon}^2v_{j,\varepsilon}^2 \, dx - 1 \right)^\beta + \frac{2\beta}{p} \left( \int_{\mathbb{R}^3} \chi_{\varepsilon}v_{j,\varepsilon}^2 \, dx - 1 \right)^{\beta-1} \]
\[ + \int_{\mathbb{R}^3} \chi_{\varepsilon}v_{j,\varepsilon}^2 \, dx \]
and \( 2 < 2\beta < p \), we can have that there exists \( \eta_N > 0 \) independent of \( \varepsilon \) such that \( \|v_{j,\varepsilon}\| \leq \eta_N \) and \( Q_{\varepsilon}(v_{j,\varepsilon}) \leq \eta_N \).
From \( \langle \Gamma'_{\varepsilon}(v_{j,\varepsilon}), v_{j,\varepsilon} \rangle = 0 \), we obtain
\[ \min\{a, m_0}\|v_{j,\varepsilon}\|^2 \leq \int_{\mathbb{R}^3} (a|\nabla v_{j,\varepsilon}|^2 + V(\varepsilon x)v_{j,\varepsilon}^2) \, dx + b \left( \int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 \, dx \right)^2 \]
\[ + 2\beta \left( \int_{\mathbb{R}^3} \chi_{\varepsilon}v_{j,\varepsilon}^2 \, dx - 1 \right)^{\beta-1} \int_{\mathbb{R}^3} \chi_{\varepsilon}v_{j,\varepsilon}^2 \, dx \]
Lemma 4.2. If $\delta > 0$, then $\lim_{\varepsilon \to 0} \| v_{j,\varepsilon} \|_{L^\infty(\mathbb{R}^3 \setminus (\Lambda_\varepsilon)^d)} = 0$ for $1 \leq j \leq N$.

Proof. From $Q_\varepsilon(v_{j,\varepsilon}) \leq \eta_N$ and the definition of cut-off function $\chi_\varepsilon$, we have that, for any $\delta > 0$, there exists a positive constant $C = C(\delta, N)$ such that

$$
\int_{\mathbb{R}^3 \setminus (\Lambda_\varepsilon)^d} v^2_{j,\varepsilon} \, dx \leq C\varepsilon^6, \quad 1 \leq j \leq N. \tag{4.1}
$$

Because $v_{j,\varepsilon}$ solves (2.4), $\| v_{j,\varepsilon} \| \leq \eta_N$, Then by (4.1) and using the bootstrap argument, we have

$$
\| v_{j,\varepsilon} \|_{L^\infty(\mathbb{R}^3 \setminus (\Lambda_\varepsilon)^d)} \leq C\varepsilon^3, \quad 1 \leq j \leq N.
$$

The proof is complete. □

Lemma 4.3. Assume $\varsigma > 0$, $\{ y_\varepsilon \} \subset \mathbb{R}^3$, and $\{ v_\varepsilon \} \subset H^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$ satisfy

$$
\sup_{\varepsilon > 0} \| v_\varepsilon \| < +\infty, \tag{4.2}
$$

$$
\int_{B(y_\varepsilon, 1)} v^2_\varepsilon \, dx \geq \varsigma, \tag{4.3}
$$

$$
\sup\{ \langle \Gamma_\varepsilon^j(v_\varepsilon), u \rangle : u \in H_0^1(\Lambda_\varepsilon), \| u \|_{H^1(\Lambda_\varepsilon)} \leq 1 \} \to 0 \text{ as } \varepsilon \to 0, \tag{4.4}
$$

and for $\delta > 0$,

$$
\lim_{\varepsilon \to 0} \| v_\varepsilon \|_{L^\infty(\mathbb{R}^3 \setminus (\Lambda_\varepsilon)^d)} = 0. \tag{4.5}
$$

Then $y_\varepsilon \in \Lambda_\varepsilon$ and $\lim_{\varepsilon \to 0} \text{dist}(y_\varepsilon, \partial \Lambda_\varepsilon) = +\infty$.

Proof. It follows from (4.3) and (4.5) that $y_\varepsilon \in (\Lambda_\varepsilon)^1$. Assume $w_\varepsilon = v_\varepsilon(\cdot + y_\varepsilon)$. Then by (4.3), we obtain

$$
\int_{B(0,1)} w_\varepsilon^2 \, dx \geq \varsigma. \tag{4.6}
$$

If not, we suppose

$$
\lim_{\varepsilon \to 0} \text{dist}(y_\varepsilon, \partial \Lambda_\varepsilon) = l < +\infty. \tag{4.7}
$$

By changing variables, without loss of generality, we may assume that

$$
y_\varepsilon = 0 \tag{4.8}
$$

and there exists $z_\varepsilon = (a_\varepsilon, 0, \ldots, 0) \in \partial \Lambda_\varepsilon$ such that

$$
|\alpha_\varepsilon| = \text{dist}(y_\varepsilon, \partial \Lambda_\varepsilon) \to l \text{ as } \varepsilon \to 0. \tag{4.9}
$$

Up to a subsequence, we assume $\lim_{\varepsilon \to 0} \alpha_\varepsilon = \alpha$.

By $y_\varepsilon \in (\Lambda_\varepsilon)^1$ and (4.7)–(4.9), we can infer that $-1 \leq \alpha < +\infty$. Because $\| w_\varepsilon \| = \| v_\varepsilon \|$ and (4.2), we can set that $w_\varepsilon \to w$ in $H^1(\mathbb{R}^3)$ as $\varepsilon \to 0$. From (4.6), we can obtain $w \neq 0$. And from (4.5) and (4.9), if $x_1 \geq \alpha$, we obtain

$$
w(x) = 0, \tag{4.10}
$$
where \( x = (x_1, x_2, x_3) \). By \( \chi_\varepsilon = 0 \) in \( \Lambda_\varepsilon \) and (4.8), we obtain

\[
\begin{align*}
\int_{\mathbb{R}^3} \nabla w_\varepsilon \nabla u \, dx + \int_{\mathbb{R}^3} V(\varepsilon x) w_\varepsilon u \, dx &+ b \int_{\mathbb{R}^3} |\nabla w_\varepsilon|^2 \, dx \\
&= \int_{\mathbb{R}^3} |w_\varepsilon'|^2 w_\varepsilon u \, dx + \left( \Gamma'_\varepsilon(w_\varepsilon), u \right), \quad \forall u \in H_0^1(\Lambda_\varepsilon).
\end{align*}
\]

(4.11)

By (4.9), (4.10), and (4.11), we infer that \( \varepsilon \), and (4.11), we infer that \( \varepsilon \)

\[
\begin{align*}
&\left( a + b \int_{\mathbb{R}^3} |\nabla w_\varepsilon|^2 \, dx \right) \Delta w + V(0)w = |w|^{p-2}w \quad \text{in } \{ x \in \mathbb{R}^3 : x_1 < \alpha \}, \\
&w|_{x_1=\alpha} = 0.
\end{align*}
\]

By [7] Theorem I.1, the only solution of this equation in \( H^1(\mathbb{R}^3) \) is \( w = 0 \). This contradicts with \( w \neq 0 \). The proof is complete.

**Lemma 4.4.** Let \( v_{j,\varepsilon} \rightarrow \tilde{v}_0 \) in \( H^1(\mathbb{R}^3) \) as \( \varepsilon \to 0 \). If \( \lim\inf_{\varepsilon \to 0} \|v_{j,\varepsilon} - \tilde{v}_0\|_{L^p(\mathbb{R}^3)} > 0 \), then there exists \( m_j \in \mathbb{N} \) and \( m_j \) nonzero functions \( \tilde{v}_i \) in \( H^1(\mathbb{R}^3), 1 \leq i \leq m_j \) and \( m_j \) sequences \( \{\gamma_{j,\varepsilon}\} \subset \Lambda_\varepsilon, 1 \leq i \leq m_j \) satisfy

(i) \( \lim_{\varepsilon \to 0} |\gamma_{j,\varepsilon}| = +\infty \), \( \lim_{\varepsilon \to 0} \text{dist}(\gamma_{j,\varepsilon}, \partial \Lambda_\varepsilon) = +\infty \), \( 1 \leq i \leq m_j \), and

\[
\lim_{\varepsilon \to 0} |\gamma_{j,\varepsilon} - \gamma_{i',\varepsilon}| = +\infty, \quad \text{if } i \neq i',
\]

(ii) \( \tilde{v}_0 \) is a solution of

\[
-(a + b\varepsilon A_j)\Delta v + V(0)v = |v|^{p-2}v, \quad v \in H^1(\mathbb{R}^3),
\]

(4.12)

where

\[
A_j := \lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} |\nabla \gamma_{j,\varepsilon}|^2 \, dx, \quad \int_{\mathbb{R}^3} |\nabla \tilde{v}_0|^2 \, dx \leq A_j.
\]

For every \( 1 \leq i \leq m_j \), \( \tilde{v}_i \) is a nontrivial solution of

\[
-(a + b\varepsilon A_j)\Delta v + V(\gamma_{j,\varepsilon})v = |v|^{p-2}v, \quad v \in H^1(\mathbb{R}^3),
\]

(4.13)

where \( \gamma_{j,\varepsilon} = \lim_{\varepsilon \to 0} \varepsilon \gamma_{j,\varepsilon} \in \tilde{\Lambda} \);

(iii) For any \( 2 < q < 6 \),

\[
\lim_{\varepsilon \to 0} \|v_{j,\varepsilon} - \tilde{v}_0 - \sum_{i=1}^{m_j} \tilde{v}_i(\cdot - \gamma_{j,\varepsilon})\|_{L^q(\mathbb{R}^3)} = 0.
\]

(4.14)

**Proof.** Since \( \|v_{j,\varepsilon}\| \) and \( Q(v_{j,\varepsilon}) \) are bounded and \( v_{j,\varepsilon} \) solves (4.4), we can prove that \( \tilde{v}_0 \) is a solution of (4.12). Indeed, since \( v_{j,\varepsilon} \rightarrow \tilde{v}_0 \) in \( H^1(\mathbb{R}^3) \) as \( \varepsilon \to 0 \), we assume that for some constant \( A_j \in \mathbb{R} \),

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} |\nabla \gamma_{j,\varepsilon}|^2 \, dx = A_j
\]

For any \( \phi \in C_0^\infty(\mathbb{R}^3), \) we have that \( (\Gamma'_\varepsilon(v_{j,\varepsilon}), \phi) \to 0 \), i.e.,

\[
\begin{align*}
&\left( a + b \int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 \, dx \right) \nabla v_{j,\varepsilon} \nabla \phi \, dx + \int_{\mathbb{R}^3} V(\varepsilon x) v_{j,\varepsilon} \phi \, dx - \int_{\mathbb{R}^3} |v_{j,\varepsilon}|^{p-2} v_{j,\varepsilon} \phi \, dx \\
&+ 2b \int_{\mathbb{R}^3} \chi_{\varepsilon} v_{j,\varepsilon}^2 \, dx - 1 \right)^{\beta-1} + \int_{\mathbb{R}^3} \chi_{\varepsilon} v_{j,\varepsilon} \phi \, dx = o(1)
\end{align*}
\]

which implies that as \( \varepsilon \to 0 \),

\[
(a + bA_j) \int_{\mathbb{R}^3} \nabla \tilde{v}_0 \nabla \phi \, dx + V(0) \int_{\mathbb{R}^3} \tilde{v}_0 \phi \, dx - \int_{\mathbb{R}^3} |\tilde{v}_0|^{p-2} \tilde{v}_0 \phi \, dx = 0.
\]
Since $C_0^\infty(\mathbb{R}^3)$ is dense in $H^1(\mathbb{R}^3)$, we have that $\tilde{v}_0$ solves
\[-(a + bA_j)\Delta v + V(0)v = |v|^{p-2}v, \quad v \in H^1(\mathbb{R}^3).
\]
Let $v_{j,\varepsilon}^1 = v_{j,\varepsilon} - \tilde{v}_0$ and $\{y_{j,\varepsilon}^1\} \subset \mathbb{R}^3$ be such that
\[
\int_{B(0,1)} (v_{j,\varepsilon}^1)^2 dx = \sup_{y \in \mathbb{R}^3} \int_{B(y,1)} (v_{j,\varepsilon}^1)^2 dx := c_\varepsilon^1.
\]
Since $v_{j,\varepsilon}^1 \to 0$ as $\varepsilon \to 0$, we have $|y_{j,\varepsilon}^1| \to \infty$ as $\varepsilon \to 0$ if $\liminf_{\varepsilon \to 0} \varsigma_\varepsilon > 0$. Since $v_{j,\varepsilon}$ solves (2.4) and $\tilde{v}_0$ solves (4.12), we have
\[
\begin{align*}
&-a\Delta v_{j,\varepsilon}^1 - b\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}^1|^2 dx \Delta v_{j,\varepsilon}^1 - b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}^1|^2 dx - A_j\right) \Delta \tilde{v}_0 \\
&+ V(\varepsilon x)v_{j,\varepsilon}^1 + (V(\varepsilon x) - V(0))\tilde{v}_0 + \xi_\varepsilon \chi_\varepsilon v_{j,\varepsilon}^1 + \xi_\varepsilon \chi_\varepsilon \tilde{v}_0 \\
&= |v_{j,\varepsilon}|^{p-2}v_{j,\varepsilon} - |\tilde{v}_0|^{p-2}\tilde{v}_0,
\end{align*}
\]
where
\[
\xi_\varepsilon = 2\beta \left(\int_{\mathbb{R}^3} \chi_\varepsilon v_{j,\varepsilon}^2 dx - 1\right)^{\beta-1}.
\]
From (2.3) and (4.15), for $u \in H^1(\Lambda_\varepsilon)$, we have
\[
\langle \Gamma_\varepsilon^* (v_{j,\varepsilon}^1), u \rangle = \int_{\mathbb{R}^3} (|v_{j,\varepsilon}|^{p-2}v_{j,\varepsilon} - |\tilde{v}_0|^{p-2}\tilde{v}_0 - |v_{j,\varepsilon}|^{p-2}v_{j,\varepsilon}^1) u dx \\
- \int_{\mathbb{R}^3} (V(\varepsilon x) - V(0))\tilde{v}_0 u dx \\
+ b\left(\int_{\mathbb{R}^3} (|\nabla v_{j,\varepsilon}^1|^2 - |\nabla v_{j,\varepsilon}^1|^2)\right) \int_{\mathbb{R}^3} \nabla v_{j,\varepsilon} \nabla u dx \\
- b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}^1|^2 - A_j\right) \int_{\mathbb{R}^3} \nabla \tilde{v}_0 \nabla u dx.
\]
By [19] Lemma 8.1] and
\[
\sup \{ \int_{\mathbb{R}^3} (V(\varepsilon x) - V(0))\tilde{v}_0 u dx : u \in H^1(\mathbb{R}^3), \|u\| \leq 1 \} \to 0
\]
as $\varepsilon \to 0$. and (4.17), we obtain
\[
\sup \{ \langle \Gamma_\varepsilon^* (v_{j,\varepsilon}^1), u \rangle : u \in H^1_0(\Lambda_\varepsilon), \|u\|_{H^1_0(\Lambda_\varepsilon)} \leq 1 \} \to 0
\]
as $\varepsilon \to 0$. Since $\tilde{v}_0 \in H^1_0(\mathbb{R}^3)$ and $\tilde{v}_0$ solves (4.12), we have that $\lim_{|x| \to \infty} \tilde{v}_0(x) = 0$. By Lemma 4.2 for any $\delta > 0$, we have
\[
\lim_{\varepsilon \to 0} \|v_{j,\varepsilon}^1\|_{L^\infty(\mathbb{R}^3 \setminus \Lambda_\varepsilon)^\delta} = 0.
\]
By Lions Lemma [19] and $\liminf_{\varepsilon \to 0} \|v_{j,\varepsilon} - \tilde{v}_0\|_{L^p(\mathbb{R}^3)} > 0$, we have $\liminf_{\varepsilon \to 0} \varsigma_\varepsilon > 0$. Then by Lemma 4.3 and (4.19) and (4.20), we obtain that
\[
y_{j,\varepsilon}^1 \in \Lambda_\varepsilon, \quad \lim \text{dist}(y_{j,\varepsilon}^1, \partial \Lambda_\varepsilon) = +\infty.
\]
Let $w_{j,\varepsilon}^1 = v_{j,\varepsilon}^1 + y_{j,\varepsilon}^1$. Then
\[
\lim_{\varepsilon \to 0} \int_{B(0,1)} (w_{j,\varepsilon}^1)^2 dx = \lim_{\varepsilon \to 0} c_\varepsilon^1 > 0.
\]
Let \( w_{i,j,\varepsilon} \to \tilde{v}_1 \) as \( \varepsilon \to 0 \). By (2.3) and (4.19), we deduce that for any \( u \in H^1_0(y_{j,\varepsilon}^1 + \Lambda_\varepsilon) \), as \( \varepsilon \to 0 \),
\[
\begin{align*}
&\left(a + b \int_{\mathbb{R}^3} |\nabla w_{j,\varepsilon}|^2 \, dx\right) \int_{\mathbb{R}^3} \nabla w_{j,\varepsilon} \nabla u \, dx + \int_{\mathbb{R}^3} V(\varepsilon(x + y_{j,\varepsilon})) w_{j,\varepsilon}^1 u \, dx \\
&- \int_{\mathbb{R}^3} |w_{j,\varepsilon}|^{p-2} w_{j,\varepsilon} u \, dx \to 0,
\end{align*}
\tag{4.23}
\]
where \( y_{j,\varepsilon}^1 + \Lambda_\varepsilon = \{x + y_{j,\varepsilon} : x \in \Lambda_\varepsilon\} \). By (4.21) and (4.23), we know that \( \tilde{v}_1 \) is a solution of (4.13) with \( i = 1 \). From Lemma 4.1, we obtain that there exists a positive constant \( \rho \) depending only on \( a, m_0 \) and \( p \) such that
\[
\|\tilde{v}_1\| \geq \rho. \tag{4.24}
\]

Let \( v_{j,\varepsilon}^2 = v_{j,\varepsilon} - \tilde{v}_1(\cdot - y_{j,\varepsilon}^1) \). Since \( \tilde{v}_1 \in H^1(\mathbb{R}^3) \) is a solution of (4.13), we can deduce that \( \lim_{|x| \to \infty} \tilde{v}_1(x) = 0 \). Then by (2.20) and (4.21), we obtain that, for all \( \delta > 0 \),
\[
\lim_{\varepsilon \to 0} \|v_{j,\varepsilon}^2\|_{L^\infty(\mathbb{R}^3(\Lambda_\varepsilon)^c)} = 0. \tag{4.25}
\]

Since \( v_{j,\varepsilon}, \tilde{v}_0 \) and \( \tilde{v}_1 \) solves (2.4), (4.12), and (4.13) with \( i = 1 \) respectively, we have
\[
\begin{align*}
&-a \Delta v_{j,\varepsilon}^2 - b \int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 \, dx \Delta v_{j,\varepsilon}^2 - b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 - A_j\right) \Delta \tilde{v}_0 \\
&-b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 - A_j\right) \Delta \tilde{v}_1 + \xi_\varepsilon \chi_\varepsilon v_{j,\varepsilon}^2 + \xi_\varepsilon \chi_\varepsilon \tilde{v}_0 + \xi_\varepsilon \chi_\varepsilon \tilde{v}_1 \\
&+ V(\varepsilon x)v_{j,\varepsilon}^2 + (V(\varepsilon x) - V(0))\tilde{v}_0 + (V(\varepsilon x) - V(y_{j,\varepsilon}^1))\tilde{v}_1(\cdot - y_{j,\varepsilon}^1) \\
&= |v_{j,\varepsilon}|^{p-2} v_{j,\varepsilon}^2 - |\tilde{v}_0|^{p-2} \tilde{v}_0 - |\tilde{v}_1|^{p-2} \tilde{v}_1(\cdot - y_{j,\varepsilon}^1).
\end{align*}
\tag{4.26}
\]
By (2.3), (4.26) and [19] Lemma 8.1, for any \( u \in H^1_0(\Lambda_\varepsilon) \) with \( \|u\|_{H^1_0(\Lambda_\varepsilon)} \leq 1 \), we have
\[
\langle \mathcal{L}^j(v_{j,\varepsilon}^2), u \rangle
\]
\[
= \int_{\mathbb{R}^3} \left\{ |v_{j,\varepsilon}|^{p-2} v_{j,\varepsilon} - |\tilde{v}_0|^{p-2} \tilde{v}_0 - |\tilde{v}_1(\cdot - y_{j,\varepsilon}^1)|^{p-2} \tilde{v}_1(\cdot - y_{j,\varepsilon}^1) - |v_{j,\varepsilon}^2|^{p-2} v_{j,\varepsilon}^2 \right\} u \, dx \\
- \int_{\mathbb{R}^3} (V(\varepsilon x) - V(0)) \tilde{v}_0 u \, dx - \int_{\mathbb{R}^3} (V(\varepsilon x) - V(y_{j,\varepsilon}^1)) \tilde{v}_1(\cdot - y_{j,\varepsilon}^1) u \, dx \\
+ b\left(\int_{\mathbb{R}^3} (|\nabla v_{j,\varepsilon}|^2 - |\nabla v_{j,\varepsilon}|^2)^2 \right) \int_{\mathbb{R}^3} \nabla v_{j,\varepsilon}^2 \cdot \nabla u \, dx \\
- b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 - A_j \right) \int_{\mathbb{R}^3} \nabla \tilde{v}_0 \cdot \nabla u \, dx \\
- b\left(\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 - A_j \right) \int_{\mathbb{R}^3} \nabla \tilde{v}_1(\cdot - y_{j,\varepsilon}^1) \cdot \nabla u \, dx + o(1)
\tag{4.27}
\]
as \( \varepsilon \to 0 \). Since \( \lim_{\varepsilon \to 0} \varepsilon y_{j,\varepsilon}^1 = y_{j,\varepsilon}^1 \), we obtain
\[
\sup \left\{ \int_{\mathbb{R}^3} (V(\varepsilon(x + y_{j,\varepsilon}^1)) - V(y_{j,\varepsilon}^1)) \tilde{v}_1 u \, dx : u \in H^1(\mathbb{R}^3), \|u\| \leq 1 \right\} \to 0
\]
as \( \varepsilon \to 0 \). It follows that
\[
\sup \left\{ \int_{\mathbb{R}^3} (V(\varepsilon x) - V(y_{j,\varepsilon}^1)) \tilde{v}_1(\cdot - y_{j,\varepsilon}^1) u \, dx : u \in H^1(\mathbb{R}^3), \|u\| \leq 1 \right\} \to 0 \tag{4.28}
\]
as $\varepsilon \to 0$. By (4.18), (4.27), (4.28), and $\int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 dx \to A_j$, we have

$$\text{sup} \left\{ \Gamma_\varepsilon'(v_{j,\varepsilon}^2), w : u \in H_0^1(\Lambda_\varepsilon), \|u\|_{H_0^1(\Lambda_\varepsilon)} \leq 1 \right\} \to 0 \text{ as } \varepsilon \to 0.$$  

(4.29)

Let $\{y_{j,\varepsilon}^2\} \subset \mathbb{R}^3$ be such that

$$\int_{B(y_{j,\varepsilon}^2, 1)} (v_{j,\varepsilon}^2)^2 dx = \text{sup}_{y \in \mathbb{R}^3} \int_{B(y,1)} (v_{j,\varepsilon}^2)^2 dx := c_\varepsilon^2.$$  

By (4.25), (4.29) and Lemma 4.3 we have that $y_{j,\varepsilon}^2 \in \Lambda_\varepsilon$, dist$(y_{j,\varepsilon}^2, \partial \Lambda_\varepsilon) \to +\infty$ as $\varepsilon \to 0$, $\lim_{\varepsilon \to 0} |y_{j,\varepsilon}^2| = +\infty$, $\lim_{\varepsilon \to 0} |y_{j,\varepsilon}^2 - y_{j,\varepsilon}^1| = +\infty$ if $\lim \inf_{\varepsilon \to 0} c_\varepsilon^2 > 0$.

Iterating the above argument we can know that the iteration procedure has to stop in finite number of steps, since $||v_{j,\varepsilon}|| \leq \eta_N, ||\tilde{v}_i|| \geq \rho$ for all $1 \leq i \leq m_j$, and

$$||v_{j,\varepsilon}^{i+1}||^2 = ||v_{j,\varepsilon}^{i-1}||^2 - ||\tilde{v}_{i-1}||^2 + o(1)$$

(4.30)

$$||v_{j,\varepsilon}^i||^2 = ||v_{j,\varepsilon}^{i-1}||^2 - \sum_{n=1}^{i-1} ||\tilde{v}_n||^2 + o(1), \text{ as } \varepsilon \to 0.$$  

Hence, we obtain $m_j \in \mathbb{N}$ such that $v_{j,\varepsilon}^{m_j+1} = v_{j,\varepsilon}^{m_j} - \tilde{v}_{m_j} (\cdot - y_{j,\varepsilon}^{m_j})$ satisfies

$$\text{sup}_{y \in \mathbb{R}^3} \int_{B(y,1)} (v_{j,\varepsilon}^{m_j+1})^2 dx = 0 \text{ as } \varepsilon \to 0.$$  

(4.31)

It follows from the Lions lemma and (4.31) that for any $2 < q < 2^* = 6$,

$$\int_{\mathbb{R}^3} |v_{j,\varepsilon}^{m_j+1}|^q dx = 0 \text{ as } \varepsilon \to 0.$$  

Hence, we obtain $m_j$ nonzero functions $\tilde{v}_n$ in $H^1(\mathbb{R}^3), 1 \leq i \leq m_j$ and $m_j$ sequences $\{y_{j,\varepsilon}^i\} \subset \Lambda_\varepsilon, 1 \leq i \leq m_j$ such that the results (i), (ii), and (iii) hold. The proof is complete.

Next, for each $\varepsilon > 0$ and $1 \leq j \leq N$, we assume that $y_{j,\varepsilon}^0 = 0$. Let $\varepsilon_n > 0$ be such that

$$\lim_{n \to \infty} \varepsilon_n = 0.$$  

Up to a subsequence, we assume that $\lim_{n \to \infty} \varepsilon_n y_{j,\varepsilon_n}^i$ exists for every $i$. We may write the set of these limiting points by

$$\{x_1^*, \ldots , x_s^*\} = \{ \lim_{n \to \infty} \varepsilon_n y_{j,\varepsilon_n}^i : 0 \leq i \leq m_j \} \subset \bar{\Lambda},$$  

(4.32)

for some $1 \leq s \leq m_j$. Set

$$\theta_* = \min \{1, \frac{1}{\varepsilon_n} \min \{|x_s^* - x_s^*: 1 \leq s < s' \leq s_j\} : s_j \geq 2, \infty, \text{ if } s_j = 1 \}.$$  

(4.33)

**Lemma 4.5.** If $0 < \delta < \theta_*$, then there exist two positive constants $C$ and $c$ independent of $n$ such that, for every $0 \leq i \leq m_j$, when $n$ is large enough,

$$|\nabla v_{j,\varepsilon_n}(x)| + |v_{j,\varepsilon_n}(x)| \leq C \exp(-c\varepsilon_n^{-1}), \text{ for } x \in \partial B(y_{j,\varepsilon_n}^i, \frac{3\delta \varepsilon_n}{\varepsilon_n^{-1}})$$

(4.34)

**Proof.** Define $A_n = B(y_{j,\varepsilon_n}^i, \frac{3\delta \varepsilon_n}{\varepsilon_n^{-1}}) \setminus B(y_{j,\varepsilon_n}^i, \frac{1\delta \varepsilon_n}{\varepsilon_n^{-1}})$. From $0 < \delta < \theta_*$, we can deduce that for every $0 \leq i, i' \leq m_j$,  

$$\text{dist}(y_{j,\varepsilon_n}^i, A_n^i) \to \infty \text{ as } n \to \infty.$$  

(4.34)
From Lemma 4.4, \( \lim_{R \to \infty} \int_{\mathbb{R}^3 \setminus B(y_j, \varepsilon_n, R)} |\tilde{v}_i(\cdot - y_j^i, \varepsilon_n)|^p \, dx = 0, \quad 0 \leq i \leq m_j, \) (4.35)
we obtain that
\[
\lim_{R \to \infty} \int_{A^j_n} |v_{j, \varepsilon_n}|^p \, dx = 0 \quad \text{for} \quad 0 \leq i \leq m_j.
\] (4.36)
Then there exists \( n_1 \in \mathbb{N} \) such that for \( n \geq n_1, \)
\[
\|v_{j, \varepsilon_n}\|_{L^\infty(A^j_n)}^{p-2} < a/2.
\] (4.37)
For \( m \in \mathbb{N}, \) let
\[
R_m = B(y_j, 3/2 \delta \varepsilon_n^{-1} - m) \setminus B(y_j, \varepsilon_n, 1/2 \delta \varepsilon_n^{-1} + m).
\]
Let \( \zeta_m \) be a cut-off function satisfying that \( 0 \leq \zeta_m(t) \leq 1 \) for all \( t \in \mathbb{R}, \)
\[
\zeta_m(t) = \begin{cases} 0, & \text{if } t \leq -\frac{1}{2} \delta \varepsilon_n^{-1} + m - 1 \text{ or } t \geq \frac{3}{2} \delta \varepsilon_n^{-1} - m + 1, \\ 1, & \text{if } -\frac{1}{2} \delta \varepsilon_n^{-1} + m \leq t \leq \frac{3}{2} \delta \varepsilon_n^{-1} - m, \end{cases}
\]
and \( |\zeta'_m(t)| \leq 4 \) for all \( t. \) For \( x \in \mathbb{R}^3, \) let \( \psi_m(x) = \zeta_m(|x - y_j|). \) Multiplying both sides of (2.4) by \( \psi_m^2 v_{j, \varepsilon_n} \) and integrating on \( \mathbb{R}^3, \) by (4.37) we have that
\[
(a + b) \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon_n}|^2 \, dx \int_{R_{m-1}} |\nabla v_{j, \varepsilon_n}|^2 \psi_m^2 \, dx + \int_{R_{m-1}} V(\varepsilon x) v_{j, \varepsilon_n}^2 \psi_m^2 \, dx \\
+ \xi_n \int_{R_{m-1}} \chi_{\varepsilon_n} v_{j, \varepsilon_n}^2 \psi_m^2 \, dx - \int_{R_{m-1}} |v_{j, \varepsilon_n}|^p \psi_m^2 \, dx \\
\geq \min\{a + b A_j/2, m_0/2\} \int_{R_m} (|\nabla v_{j, \varepsilon_n}|^2 + v_{j, \varepsilon_n}^2) \, dx,
\] (4.38)
and
\[
(a + b) \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon_n}|^2 \, dx \int_{R_{m-1}} |\nabla v_{j, \varepsilon_n}|^2 \psi_m^2 \, dx + \int_{R_{m-1}} V(\varepsilon x) v_{j, \varepsilon_n}^2 \psi_m^2 \, dx \\
+ \xi_n \int_{R_{m-1}} \chi_{\varepsilon_n} v_{j, \varepsilon_n}^2 \psi_m \, dx - \int_{R_{m-1}} |v_{j, \varepsilon_n}|^p \psi_m^2 \, dx \\
\leq 8(a + b A_j) \int_{R_{m-1} \setminus R_m} (|\nabla v_{j, \varepsilon_n}|^2 + v_{j, \varepsilon_n}^2) \, dx,
\] (4.39)
where
\[
\xi_n := 2 \beta \left( \int_{\mathbb{R}^3} \chi_{\varepsilon_n} v_{j, \varepsilon_n}^2 \, dx - 1 \right)_+^{\beta-1},
\]
here we have used the fact, \( \lim_{n \to \infty} \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon_n}|^2 \, dx = A_j, \) then there exists \( n_2 \in \mathbb{N}, \) such that \( \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon_n}|^2 \, dx > \frac{A_j}{2} \) when \( n > n_2. \) By above inequalities, letting
\[
C = \frac{8(a + b A_j)}{\min\{a + b A_j/2, m_0/2\}},
\]
we have
\[
\int_{R_m} (|\nabla v_{j, \varepsilon_n}|^2 + v_{j, \varepsilon_n}^2) \, dx \leq C \int_{R_m \setminus R_{m-1}} (|\nabla v_{j, \varepsilon_n}|^2 + v_{j, \varepsilon_n}^2) \, dx.
\] (4.40)
Let \( a_m = \int_{R_m} (|\nabla v_{j, \varepsilon_n}|^2 + v_{j, \varepsilon_n}^2) \, dx, \) we obtain that \( a_m \leq C(a_{m-1} - a_m) \) which gives \( a_m \leq \theta a_{m-1} \) with \( \theta = C/(1 + C) < 1. \) Therefore \( a_m \leq a_0 \theta^m. \) By Lemma 4.1, we
obtain $a_0 < \eta^2_N$. Hence, for sufficiently large $n, a_m \leq \eta^2_N e^{m \ln \theta}$. Denote $[x]$ be the integer part of $x$. Choosing $m = \lceil \delta \varepsilon^{-1}/2 \rceil - 1$ and noting that $\lceil \delta \varepsilon^{-1}/2 \rceil - 1 \leq \delta \varepsilon^{-1}/4$ when $n$ is large enough, we obtain

$$
\int_{D^i_n} ((\nabla v_j, \varepsilon_n)^2 + v_j^2, \varepsilon_n) \, dx \leq a_m \leq \eta^2_N \exp(\lceil \delta \varepsilon^{-1}/2 \rceil - 1) \ln \theta
$$

$$
\leq \eta^2_N \exp(\frac{1}{4} \delta \varepsilon^{-1} \ln \theta),
$$

(4.41)

where

$$
D^i_n = \overline{B(y_j, \delta, \varepsilon_n, \delta \varepsilon^{-1} + 1)} \setminus \overline{B(y_j, \delta, \varepsilon_n, \delta \varepsilon^{-1} - 1)}.
$$

By the standard regularity of elliptic equations, we can obtain the result of this lemma. The proof is complete.

\[ \square \]

**Lemma 4.6.** For each $0 \leq i \leq m_j$, \( \lim_{\varepsilon \to 0} \text{dist}(\varepsilon y_j, \varepsilon, A) = 0. \)

**Proof.** If not, we assume that there exist $1 \leq i_0 \leq m_j$ and $\varepsilon_n > 0$ such that

$$
\lim_{n \to \infty} \text{dist}(\varepsilon_n y_j, \varepsilon_n, A) > 0.
$$

Without loss of generality, we assume that for every $i$, \( \lim_{\varepsilon \to \infty} \varepsilon_n y_j, \varepsilon_n \) exists. By the condition of (A2), we deduce that there exists \( \delta' > 0 \) such that, for every $y \in \Lambda^\delta'$,

$$
\inf_{x \in B(y, \delta') \Lambda} \nabla V(y) \cdot \nabla \text{dist}(x, \partial \Lambda) > 0.
$$

(4.42)

Since $y_j^{i_0} = \lim_{n \to \infty} \varepsilon_n y_j, \varepsilon_n \notin A$, we infer that there exists \( \delta'' > 0 \) such that, for sufficiently large $n$,

$$
\inf_{x \in B(y_j^{i_0}, \delta'' \varepsilon_n^{-1})} \nabla V(\varepsilon_n x) \cdot \nabla V(\varepsilon_n y_j^{i_0}) \geq \frac{1}{2} |\nabla V(\varepsilon_n x)|^2 > 0.
$$

(4.43)

Let $0 < \delta_0 < \min\{\delta', \delta'', \vartheta \}$. To abbreviate notation, let $w_n = v_j, \varepsilon_n$, and $\tilde{B} = B(y_j, \delta, \varepsilon_n, \delta \varepsilon^{-1}).$ Because $0 < \delta_0 < \delta$ and Lemma 4.5 there exist constants $c, C > 0$ independent of $n$ such that

$$
|\nabla w_n(x)| + |w_n(x)| \leq C \exp(-c \varepsilon_n^{-1}), \quad x \in \partial \tilde{B},
$$

(4.44)

for sufficiently large $n$. From Lemma 1.1, we infer that there exists $C > 0$ independent of $n$ such that

$$
0 \leq \xi_n \leq C \quad \forall n.
$$

(4.45)

We denote $\tilde{t}_n = \nabla V(\varepsilon_n y_j, \varepsilon_n)$. Since $w_n$ solves (2.4) and the coefficients of (2.4) are all $C^1$ functions, we infer that $w_n$ is a $C^2$ function. Multiplying both sides of (2.4) by $\tilde{t}_n \cdot \nabla w_n$ and integrating in $\tilde{B}$, we obtain the local Pohozaev type identity

$$
\frac{1}{2} \int_{\tilde{B}} (\varepsilon_n \tilde{t}_n \cdot (\nabla V)(\varepsilon_n x) + \xi_n \nabla \chi_{\varepsilon_n} \tilde{t}_n) w_n^2 \, dx
$$

$$
= \left( a + b \int_{\mathbb{R}^3} |\nabla w_n|^2 \, dx \right) \int_{\partial \tilde{B}} \frac{1}{2} |\nabla w_n|^2 \tilde{t}_n \cdot \nu
$$

$$
- \left( a + b \int_{\mathbb{R}^3} |\nabla w_n|^2 \, dx \right) \int_{\partial \tilde{B}} (\nabla w_n \cdot \nu)(\nabla w_n \cdot \tilde{t}_n) \, ds
$$

$$
- \frac{1}{p} \int_{\partial \tilde{B}} |w_n|^p (\tilde{t}_n \cdot \nu) \, ds,
$$

(4.46)

where $\nu$ denotes the unit outward normal to the boundary of $\tilde{B}$. 

From (4.43) and \( w(\cdot + y_{j,\varepsilon}^0) \rightarrow \tilde{v}_n \neq 0 \) in \( H^1(\mathbb{R}^3) \), we obtain that
\[
\varepsilon_n \int_{\tilde{B}_n^\varepsilon} (\tilde{t}_n \cdot (\nabla V)(\varepsilon_n x)) w_n^2 \, dx \\
\geq \frac{\varepsilon_n}{2} |\nabla V(y_{j,\varepsilon}^0)|^2 \int_{B(0,\varepsilon_n)} w_n^2 (\cdot + y_{j,\varepsilon}^0) \, dx \geq C\varepsilon_n,
\]
where
\[
C = \frac{1}{4} |\nabla V(y_{j,\varepsilon}^0)|^2 \int_{\mathbb{R}^3} \tilde{v}_n^2 > 0.
\]
By (4.42), we obtain that, for any \( x \in \tilde{B} \setminus \Lambda_{\varepsilon_n} \),
\[
\tilde{t}_n \cdot \nabla \chi_{\varepsilon_n}(x) \geq 0.
\]
Furthermore, by (4.44) and (4.45), there exist two positive constants \( C, c \) independent of \( n \) such that, for sufficiently large \( n \),
\[
\begin{align*}
(a + b \int_{\mathbb{R}^3} |\nabla w_n|^2 \, dx) \int_{\partial \tilde{B}} \frac{1}{2} |\nabla w_n|^2 \tilde{t}_n \cdot \nu & \\
- \left( a + b \int_{\mathbb{R}^3} |\nabla w_n|^2 \, dx \right) \int_{\partial \tilde{B}} (\nabla w_n \cdot \nu) (\nabla \tilde{t}_n) \, ds & \\
- \frac{1}{p} \int_{\partial \tilde{B}} |w_n|^p (\tilde{t}_n \cdot \nu) \, ds & \\
\leq C \exp(-c\varepsilon_n^{-1}).
\end{align*}
\]
This contradicts (4.46). The proof is complete. \( \square \)

**Lemma 4.7.** For any \( \delta > 0 \), there exist two positive constants \( C = C(\delta, N) \) and \( c = c(\delta, N) \) independent of \( \varepsilon \) such that for every \( 1 \leq j \leq N \),
\[
|v_{j,\varepsilon}(x)| \leq C \exp(-c \text{dist}(x, (A_{\varepsilon})^\delta)), \quad x \in \mathbb{R}^3.
\]

**Proof.** By (4.14), (4.35), and Lemma 4.6, we infer that there is \( R_0 > 0 \) independent of \( \varepsilon \) such that, for sufficiently small \( \varepsilon > 0 \),
\[
|v_{j,\varepsilon}(x)|^{p-2} < m_0/2 \text{if dist}(x, (A_{\varepsilon})^\delta) \geq R_0.
\]
To prove the result, we only need to show that
\[
|v_{j,\varepsilon}(x)| \leq C \exp(-c \text{dist}(x, (A_{\varepsilon})^\delta)), \quad \text{if dist}(x, (A_{\varepsilon})^\delta) \geq R_0.
\]
For \( m \in \mathbb{N} \), let \( B_m = \{ x \in \mathbb{R}^3 : \text{dist}(x, (A_{\varepsilon})^\delta) \geq R_0 - m + 1 \} \). Let \( \rho_m \) be a cut-off function satisfying \( 0 \leq \rho_m(t) \leq 1, |\rho_m'(t)| \leq 4 \) for all \( t \in \mathbb{R} \) and
\[
\rho_m(t) = \begin{cases} 
0, & \text{if } t \leq R_0 + m - 1, \\
1, & \text{if } t \leq R_0 + m. 
\end{cases}
\]
For \( x \in \mathbb{R}^3 \), set \( \phi_m(x) = \rho_m(\text{dist}(x, (A_{\varepsilon})^\delta)) \). Multiplying both sides of (2.4) by \( \phi_m^2 v_{j,\varepsilon} \) and integrating on \( \mathbb{R}^3 \), we have
\[
\begin{align*}
(a + b \int_{\mathbb{R}^3} |\nabla v_{j,\varepsilon}|^2 \, dx) \int_{B_m} |\nabla v_{j,\varepsilon}|^2 \phi_m^2 \, dx + \int_{B_m} V(\varepsilon x) v_{j,\varepsilon}^2 \phi_m^2 \, dx & \\
+ \xi \int_{B_m} \chi_{v_{j,\varepsilon}^0} v_{j,\varepsilon}^0 \phi_m^2 \, dx - \int_{B_m} |v_{j,\varepsilon}|^p \phi_m^2 \, dx & \\
\leq 8(a + b A_j) \int_{B_{m} \setminus B_{m+1}} (|\nabla v_{j,\varepsilon}|^2 + v_{j,\varepsilon}^2) \, dx,
\end{align*}
\]
and by (4.50), we obtain
\[
(a + b \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon}|^2 dx) \int_{B_{m+1}} |\nabla v_{j, \varepsilon}|^2 \phi_m^2 dx + \int_{B_{m+1}} V(\varepsilon x)v_{j, \varepsilon}^2 \phi_m^2 dx
\]
\[
+ \xi_\varepsilon \int_{B_{m+1}} \chi_\varepsilon v_{j, \varepsilon}^2 \phi_m^2 dx - \int_{B_{m+1}} |v_{j, \varepsilon}|^2 \psi_m^2 dx
\geq \min\{a + b \frac{A_j}{2}, \frac{m_0}{2}\} \int_{B_{m+1}} (|\nabla v_{j, \varepsilon}|^2 + v_{j, \varepsilon}^2) dx,
\]
where \(\xi_\varepsilon\) is defined by (4.15). From the above two inequalities, we have
\[
(a + b \int_{\mathbb{R}^3} |\nabla v_{j, \varepsilon}|^2 dx) \int_{B_{m+1}} |\nabla v_{j, \varepsilon}|^2 \phi_m^2 dx \leq C \int_{B_{m \setminus B_{m+1}}} (|\nabla v_{j, \varepsilon}|^2 + v_{j, \varepsilon}^2) dx,
\]
where \(C = 8/\min\{a + b A_j/2, m_0/2\}\). Then similar to the proof of Lemma 4.4, we can obtain (4.51). The proof is complete. \(\square\)

**Lemma 4.8.** There exist \(\varepsilon_N > 0\) such that if \(0 < \varepsilon < \varepsilon_N\), then for every \(1 \leq j \leq N\), \(v_{j, \varepsilon}\) is a solution of (2.4).

**Proof.** Since \(A\) is a compact subset of \(\Lambda\), \(\text{dist}(A, \partial \Lambda) > 0\). By choosing \(0 < \delta < \text{dist}(A, \partial \Lambda)\), from Lemma 4.7 we obtain that, for every \(1 \leq j \leq N\),
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} \chi_\varepsilon v_{j, \varepsilon}^2 dx = 0.
\]
It follows from that \(Q_{\varepsilon}(v_{j, \varepsilon}) = 0\) if \(\varepsilon > 0\) is small enough. Hence there exists \(\varepsilon_N > 0\) such that if \(0 < \varepsilon < \varepsilon_N\), then for every \(1 \leq j \leq N\), \(v_{j, \varepsilon}\) is a solution of (2.4). The proof is complete. \(\square\)

**Proof of Theorem 1.1.** By Proposition 3.4 and Lemmas 4.7 and 4.8, we can obtain the results for Theorem 1.1. \(\square\)

### 5. Appendix

In this section, we give the proof of Proposition 3.3. Let \(G\) is an operator on \(H^1(\mathbb{R}^3)\). For \(u \in H^1(\mathbb{R}^3)\), we define \(w = G(u)\) by
\[
-(a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx) \Delta w + V(x)w + 2\beta \left( \int_{\mathbb{R}^3} \chi_\varepsilon u^2 dx - 1 \right)^{\beta - 1} \chi_\varepsilon w = |u|^{p-2} u,
\]
where \(w \in H^1(\mathbb{R}^3)\). We can check that \(G\) is odd on \(H^1(\mathbb{R}^3)\).

**Lemma 5.1.** \(G\) is well defined and continuous on \(H^1(\mathbb{R}^3)\).

**Proof.** Since
\[
\xi(u) := 2\beta \left( \int_{\mathbb{R}^3} \chi_\varepsilon u^2 dx - 1 \right)^{\beta - 1}
\]
is non-negative, \(G\) is well defined and continuous on \(H^1(\mathbb{R}^3)\). If \(u_n \to u\) in \(H^1(\mathbb{R}^3)\), we can obtain that
\[
\min \{a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx, a_0\} \|A(u_n) - A(u)\|^2
\leq \int_{\mathbb{R}^3} |u_n|^{p-2} u_n - |u|^{p-2} u \|A(u_n) - A(u)\| dx
+ \|\xi(u_n) - \xi(u)\| \int_{\mathbb{R}^3} \chi_\varepsilon |A(u_n) - A(u)| \|A(u)\| dx.
\]
Lemma 5.2. For any $u \in H^1(\mathbb{R}^3)$,
\[
(\Gamma'_\varepsilon(u), u - A(u)) = \left( a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx \right) \int_{\mathbb{R}^3} |\nabla (u - A(u))|^2 dx
+ \int_{\mathbb{R}^3} V(\varepsilon x)(u - A(u))^2 dx + \xi(u) \int_{\mathbb{R}^3} \chi_\varepsilon(u - A(u))^2 dx.
\] (5.3)
and for any $u \in H^1(\mathbb{R}^3)$, there exists a positive constant $C$ such that
\[
\|\Gamma'_\varepsilon(u)\| \leq \|u - A(u)\| \left( \max \left\{ a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx, 1 \right\} + C\|u\|^{2\beta - 2} \right).
\] (5.4)

Proof. By a direct computation, we can get (5.3). In the following, we only need to show (5.4). For any $\psi \in H^1(\mathbb{R}^3)$,
\[
(\Gamma'_\varepsilon(u), \psi) = \left( a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx \right) \int_{\mathbb{R}^3} \nabla u \nabla \psi dx + \int_{\mathbb{R}^3} V(\varepsilon x)u\psi dx
+ \xi(u) \int_{\mathbb{R}^3} \chi_\varepsilon u\psi dx - \int_{\mathbb{R}^3} |u|^{p-2} u\psi dx.
\] (5.5)
Multiplying (5.1) by $\psi$, and then integrating on both sides, we obtain
\[
\left( a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx \right) \int_{\mathbb{R}^3} \nabla u \nabla \psi dx + \int_{\mathbb{R}^3} V(\varepsilon x)u\psi dx + \xi(u) \int_{\mathbb{R}^3} \chi_\varepsilon u\psi dx
= \int_{\mathbb{R}^3} |u|^{p-2} u\psi dx.
\] (5.6)
By (5.5) and (5.6), we have
\[
(\Gamma'_\varepsilon(u), \psi) = \left( a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx \right) \int_{\mathbb{R}^3} \nabla (u - w) \nabla \psi dx + \int_{\mathbb{R}^3} V(\varepsilon x)(u - w)\psi dx
+ \xi(u) \int_{\mathbb{R}^3} \chi_\varepsilon (u - w)\psi dx.
\]
Then
\[
|\langle \Gamma'_\varepsilon(u), \psi \rangle| \leq \max \left\{ a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx, 1 \right\} \|u - A(u)\| \|\psi\|
+ C\|u\|^{2\beta - 2} \|u - A(u)\| \|\psi\|
\]
that is for any $u \in H^1(\mathbb{R}^3)$, we obtain that
\[
\|\Gamma'_\varepsilon(u)\| \leq \|u - A(u)\| \left( \max \left\{ a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx, 1 \right\} + C\|u\|^{2\beta - 2} \right).
\]
The proof is complete. \qed

Lemma 5.3. There exists $\sigma_0 > 0$ such that for $\sigma \in (0, \sigma_0)$,
\[
G(\partial(P^\sigma_-)) \subset P^\sigma_- \quad G(\partial(P^\sigma_+)) \subset P^\sigma_+.
\]

Proof. We only proof $G(\partial(P^\sigma_-)) \subset P^\sigma_-$. For $u \in H^1(\mathbb{R}^3)$, let $w = G(u), C_1 := (\min \{ a + b \int_{\mathbb{R}^3} |\nabla u|^2 dx, m_0 \})^{-1}$. We obtain
\[
\text{dist}_{H^1}(w, P_-) \|w^+\| \leq C_1 \|w^+\|^2.
\]
There exists a locally Lipschitz continuous operator $\varsigma$.

Lemma 5.4. 

\[ \|u\|_{L^p} \leq C_1 \left\| G(u) \right\|_{\mathcal{L}^p} \quad \text{for} \quad \varrho \in (0, \sigma_0); \]

\[ \frac{1}{2} \left\| u - B(u) \right\| \leq \left\| G(u) \right\| \quad \text{for} \quad u \in E_0; \]

\[ \left\{ \Gamma_{\varepsilon}(u), u - B(u) \right\} \geq \frac{1}{2} \left\| u - G(u) \right\| \quad \text{for} \quad u \in E_0; \]

\[ B \text{ is odd.} \]

Since the proof of the above lemma is similar to the proofs of [1] Lemma 4.1 and [2] Lemma 7, we omit it here.

We need to have a locally Lipschitz perturbation of $G$, here $G$ may be only continuous. We $E_0 = H^1(\mathbb{R}^3) \setminus K$, where $K$ is the set of fixed points of $G$, that is, the set of critical points of $\Gamma_{\varepsilon}$.

Lemma 5.5. There exists a locally Lipschitz continuous operator $B : E_0 \to H^1(\mathbb{R}^3)$ such that

1. $B(\partial(P_+)) \subset P_+$ and $B(\partial(P_-)) \subset P_-$
2. $\frac{1}{2} \left\| u - B(u) \right\| \leq \left\| G(u) \right\| \quad \text{for} \quad u \in E_0; \]
3. $\left\{ \Gamma_{\varepsilon}(u), u - B(u) \right\} \geq \frac{1}{2} \left\| u - G(u) \right\| \quad \text{for} \quad u \in E_0; \]
4. $B$ is odd.

Then we can infer that $\text{dist}_{H^1}(w, P_-) \leq C\varrho^{-1}$. For $\varrho > 0$ small enough, we can get the conclusion. The proof is complete.

Remark. We may choose $\eta = \varsigma(1, \cdot)$ in Definition 3.1.
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